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ÖNSÖZ

Dijital teknolojiler, özellikle son yıllarda yapay zekâ ve Doğal 
Dil İşleme alanında yaşanan hızlı gelişmelerle birlikte, beşeri 
bilimler ve dini ilimler alanlarında da yeni imkânlar ve tartışma 
alanları ortaya çıkarmıştır. Büyük Dil Modelleri, metinleri anlama 
ve üretme konusundaki dikkat çekici başarılarına rağmen, bilgiye 
erişim, kaynak gösterme ve doğrulanabilirlik gibi konularda 
önemli metodolojik ve etik soruları da beraberinde getirmektedir. 
Bu kitap, söz konusu sorulara teknik olduğu kadar akademik bir 
perspektiften yaklaşma çabasının bir ürünüdür.

Bu çalışmanın temel amacı, OpenITI tabanlı Retrieval-
Augmented Generation (RAG) mimarisinin Doğal Dil İşleme 
bağlamında nasıl çalıştığını ortaya koymak ve bu yaklaşımın 
özellikle İslami metinler üzerinde sorumlu, denetlenebilir 
ve akademik açıdan tutarlı biçimde nasıl kullanılabileceğini 
göstermektir. Kitapta yapay zekâ, bağımsız bir bilgi otoritesi 
olarak değil; belirli metinlere dayalı olarak çalışan, araştırmacıyı 
destekleyen bir araç olarak konumlandırılmıştır. Bu tercih, 
çalışmanın metodolojik omurgasını oluşturmaktadır.

Kitap boyunca Doğal Dil İşlemenin temel kavramlarından 
başlayarak, embedding tabanlı anlamsal arama, vektör 
veritabanları ve RAG mimarisinin teknik bileşenleri adım 
adım ele alınmıştır. Bu teknik altyapı, yalnızca teorik düzeyde 
bırakılmamış; gerçek bir sistem tasarımı ve uygulama örneği 
üzerinden somutlaştırılmıştır. Özellikle uygulama bölümünde, 
Arapça ve Türkçe İslami metinlerle çalışırken karşılaşılan dilsel 
ve kavramsal zorluklar, teknik çözümlerle birlikte ele alınmıştır.

Bu çalışma, klasik anahtar kelime tabanlı arama yaklaşımlarının 
ötesine geçerek, bağlam temelli ve anlamsal ilişkileri merkeze 
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alan bir bilgi erişim anlayışını savunmaktadır. Ancak bu yaklaşım, 
mutlak doğrular üretme iddiası taşımamaktadır. Aksine, üretilen 
çıktılar, araştırmacının eleştirel değerlendirmesine açık olacak 
şekilde tasarlanmıştır. Nihai yorum ve ilmî sorumluluk her zaman 
insana aittir; yapay zekâ ise bu süreci kolaylaştıran bir yardımcıdır.

Kitabın hedef kitlesi; bilgisayar mühendisliği, veri bilimi 
ve Doğal Dil İşleme alanlarında çalışan araştırmacıların yanı 
sıra, dijital araçları akademik çalışmalarında kullanmak isteyen 
ilahiyat ve İslami ilimler alanındaki araştırmacılardır. Teknik 
anlatım ile akademik yaklaşım arasında dengeli bir dil tercih 
edilmiş, mümkün olduğunca disiplinlerarası bir köprü kurulması 
amaçlanmıştır.

Son olarak bu kitabın, yapay zekâ teknolojilerinin beşeri 
bilimler ve dini ilimler alanında nasıl daha bilinçli, eleştirel 
ve sorumlu biçimde kullanılabileceğine dair yeni tartışmalara 
ve çalışmalara zemin hazırlaması temenni edilmektedir. 
Burada sunulan yaklaşım, tamamlanmış bir sonuçtan ziyade, 
geliştirilmeye açık bir başlangıç olarak görülmelidir.

Bu kitabın hazırlanma sürecinde, metinlerin dil ve imla 
açısından daha akıcı ve tutarlı hâle getirilmesi amacıyla yapay 
zekâ tabanlı bir dil modeli olan ChatGPT’den yararlanılmıştır. 
Kullanılan araç yalnızca dilsel düzenleme ve ifade iyileştirme 
amacıyla kullanılmış olup, kitabın bilimsel içeriği, yöntemleri ve 
sonuçları tamamen yazara aittir.

Muhammet TAY

 2025 / DÜZCE
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