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ONSOZ

Dijital teknolojiler, 6zellikle son yillarda yapay zeka ve Dogal
Dil Isleme alaninda yasanan hizli gelismelerle birlikte, beseri
bilimler ve dini ilimler alanlarinda da yeni imkanlar ve tartisma
alanlar ortaya ¢ikarmistir. Biiyiik Dil Modelleri, metinleri anlama
ve lretme konusundaki dikkat ¢ekici basarilarina ragmen, bilgiye
erisim, kaynak goOsterme ve dogrulanabilirlik gibi konularda
o6nemli metodolojik ve etik sorular1 da beraberinde getirmektedir.
Bu kitap, s6z konusu sorulara teknik oldugu kadar akademik bir
perspektiften yaklasma ¢abasinin bir iiriiniidiir.

Bu c¢alismanin temel amaci, OpenlTI tabanli Retrieval-
Augmented Generation (RAG) mimarisinin Dogal Dil Isleme
baglaminda nasil c¢alistigin1 ortaya koymak ve bu yaklasimin
ozellikle Islami metinler iizerinde sorumlu, denetlenebilir
ve akademik ac¢idan tutarli bi¢cimde nasil kullanilabilecegini
gostermektir. Kitapta yapay zeka, bagimsiz bir bilgi otoritesi
olarak degil; belirli metinlere dayali olarak ¢alisan, aragtirmaciy1
destekleyen bir ara¢ olarak konumlandirilmigtir. Bu tercih,
caligmanin metodolojik omurgasini olusturmaktadir.

Kitap boyunca Dogal Dil islemenin temel kavramlarindan
baslayarak, embedding tabanli anlamsal arama, vektor
veritabanlart ve RAG mimarisinin teknik bilesenleri adim
adim ele alinmistir. Bu teknik altyapi, yalnizca teorik diizeyde
birakilmamis; gergek bir sistem tasarimi ve uygulama Ornegi
iizerinden somutlastirilmistir. Ozellikle uygulama béliimiinde,
Arapca ve Tiirkce Islami metinlerle calisirken karsilasilan dilsel
ve kavramsal zorluklar, teknik ¢6ziimlerle birlikte ele alinmistr.

Bucalisma, klasik anahtar kelime tabanli arama yaklasimlarinin
Otesine gegerek, baglam temelli ve anlamsal iligkileri merkeze
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alan bir bilgi erisim anlayisin1 savunmaktadir. Ancak bu yaklasim,
mutlak dogrular iiretme iddias1 tagimamaktadir. Aksine, {iretilen
ciktilar, aragtirmacinin elestirel degerlendirmesine agik olacak
sekilde tasarlanmigtir. Nihai yorum ve ilmi sorumluluk her zaman
insana aittir; yapay zeka ise bu siireci kolaylastiran bir yardimceidir.

Kitabin hedef Kkitlesi; bilgisayar miihendisligi, veri bilimi
ve Dogal Dil Isleme alanlarinda calisan arastirmacilarin yani
sira, dijital araclari akademik c¢aligmalarinda kullanmak isteyen
ilahiyat ve Islami ilimler alanindaki arastirmacilardir. Teknik
anlatim ile akademik yaklasim arasinda dengeli bir dil tercih
edilmis, miimkiin oldugunca disiplinlerarasi bir koprii kurulmasi
amaglanmistir,

Son olarak bu kitabin, yapay zeka teknolojilerinin beseri
bilimler ve dini ilimler alaninda nasil daha bilingli, elestirel
ve sorumlu bicimde kullanilabilecegine dair yeni tartigmalara
ve c¢alismalara zemin hazirlamast temenni edilmektedir.
Burada sunulan yaklasim, tamamlanmig bir sonugtan ziyade,
gelistirilmeye agik bir baslangi¢ olarak goriilmelidir.

Bu kitabin hazirlanma siirecinde, metinlerin dil ve imla
acisindan daha akici ve tutarli hale getirilmesi amaciyla yapay
zeka tabanli bir dil modeli olan ChatGPT’den yararlanilmistir.
Kullanilan arag yalnizca dilsel diizenleme ve ifade iyilestirme
amactyla kullanilmis olup, kitabin bilimsel icerigi, yontemleri ve
sonuclari tamamen yazara aittir.

Muhammet TAY

2025/ DUZCE
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