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CHAPTER IV

Automatic Term Extraction Using  
Machine Translations

Asst. Prof. Dr. Edip Serdar GÜNER

1. Translator, Machine and Corpus

In today’s world, the intensive need for translation has made 
the use of technology a necessity rather than an option or alter-
native to be applied within the translation process (Austermühl, 
2014). Due to the expectation towards increasing quality and 
speed, translators have begun to use electronic tools as translation 
aids and thus to reach a more effective and functional translation 
process (Kiraly, 2014). The software and electronic resources 
used in the translation process and accepted as the components 
of the framework called “translator’s workstation”, are very di-
verse. According to their position in the translation process, the 
resources could be classified as,

•	 Resources already created before the translation task 
starts, and

•	 Resources to be created within the translation process.

For example; electronic dictionaries, available term banks 
and corpora are generally accessible to the translator prior to the 
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We set out to propose a method that will enable the use of 
machine translations as efficient as possible, especially at lexi-
cal level, and the point we have arrived in this study seems quite 
promising in technical domains. We have developed a software 
which depends on the logic of verification or denial at lexical 
level by using machine translations from different systems. We 
think that, a translator who is able to use this tool efficiently in 
terminological issues, will highly benefit from n-grams and lat-
tices extracted out of machine translations.

Our methodology also has the potential to guide future trans-
lators on how to take advantage of machine translation systems 
better if they are integrated into the curricula of Translation and 
Interpreting and Translation Studies departments.
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